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Abstract—In this paper we propose a novel human detection
method which is based on the existing learning-based method
but designed so as to obtain the scene-specific knowledge and
utilize it for improving the detection performance. The scene-
specific knowledge contains two kinds of information. One of
them is additional positive and negative samples that could
not be detected by the initial detection method but extracted
afterwards by tracking the initial detection results. The other is
camera calibration using the size and direction of the detected
people in the scene. By this calibration, we can drastically
reducing the possibility to incidentally find a pattern which
is not a human but looks similar to a human. Experimental
results show the effectiveness of the proposed method.
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I. INTRODUCTION

People’s trajectories in facilities of a station or a shop-
ping center are thought to be useful information for many
fields; marketing, security, and so on. A system that can
automatically acquire the trajectories is thus required. It is
clear that a method to automatically detect people from the
images is the fundamental and most important technique
for this purpose. Various methods for the human detection
have been proposed. Among those methods, the HOG-based
method proposed by Dalal et al. [1] has become now the
standard method supported by its good performance. There
are currently a lot of extensions [2], [3], [4]. Those methods
detect a human using a feature of his/her local shape learnt
from a lot of positive and negative samples to generate a
classifier. They, however, often fail when there is a pattern
which is not a human but looks similar to a human from
the viewpoint of the feature similarity. This is because the
classifier is short of generalization capacity and because
of the lack of the knowledge of the object scene. All the
extensions are to struggle to this problem, but they still
cannot overcome it completely. As long as they are based
on the same framework, it is essentially impossible to avoid
the problem.

In this paper, we propose a novel framework to overcome
the problem that is designed for a fixed camera. As the fixed
camera always captures the same scene, there should be
some tendency of the human patterns in the images. If there
is such tendency, it is expected that the classifier based on
the human patterns in the images would works better than
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the classifier using the general human samples. Based on
the notion, the proposed method uses additional information
specific to each camera, which can be obtained by judging
whether each of the detection results of the normal human
detector is true or false. This judgement, of course, cannot
be achieved only by the detected result in each frame, but
can be achieved by analyzing time series of detected results.
By this judgement, a new classifier specific to the scene
can be automatically generated to increase the detection
performance. In addition, an automatic camera calibration
similar to [5], [6] is also executed to reduce the possibility
to incidentally find a pattern which is not a human but looks
similar to a human. This calibrated parameters can be also
regarded as scene-specific knowledge.

In recent years, the similar framework for adaptive object
detection has been proposed [7]. Compared with that study,
the novelty of our method is the combination of the adaptive
framework and the calibration. In fact, we experimentally
show that the detection accuracy is much improved by
combining these ideas while it is not so improved when
each of these ideas is applied solely. Yamauchi et al [8]
proposed another approach. They use a 3D human model
to automatically generate training samples to improve the
detection accuracy. It is an interesting idea, but the generated
samples are not real ones. In our method, on the other
hand, all the additional training samples are real and scene-
specific, so that we expect good performance to the scene.

1I. LEARNING-BASED HUMAN DETECTION
A. Learning-based Human Detection Method

We briefly introduce the learning-based human detection
method as represented by [1]. In this method, the distribution
of intensity gradients of a human region is described as a
feature vector. The feature vectors of the images included in
positive and negative dataset are then trained by a binary
classifier, such as SVM (Support Vector Machine)[9] or
AdaBoost[10]. After the training, the classifier can be used
for making decision about whether a certain region of an
image is of a human or not. In the case that we would like
to detect all people from an image, the detection window
is scanned across the image and judged whether it is of a
human or not at every position. Note that as this human
detection method is designed for a general image so that it

IEEE
computer
pSOC|ety



human detection using HOG feature
with learned classifier

5
I/

setting of the search candidate
by various directions and sizes

52 (.

%

\1
T
|

Outline of human detection using HOG feature.

detection window

Figure 1.

cannot preliminarily obtain the knowledge about the image,
the scanning has to be executed with various scales and
orientations of windows. The abstract of the method is
described in Fig.1.

B. Problems of Learning-based Method

Fig.2 shows the detection results by the method mentioned
in Section II-A. You see some false detections, while in most
cases the method works well. These false detections can be
classified into the following three classes:

FP1: False positives that appear at fixed background
regions which incidentally look similar to people
as found in Fig.2(ii).

False positives that randomly appear in the image
as found in Fig.2(iii); they may appear at the fixed
background, or may appear partially containing a
human.

False negatives that occur when a human in the
image is too small he/she is partial occluded by
other things, as found in Fig.2(iv).

FP2:

FN:

There have been several studies for reducing these false de-
tections. Dalal improved the method by combining the HOG
feature and the optical flow[11]. It was reported that using
co-occurrence of the features improved the performance in
[12], [13]. These studies are in fact helpful for reducing the
errors. However, even when we apply these extensions, it
is still impossible to remove all the false detections. This is
because of the limitation of generalization capacity of the
machine learning methods.

III. SCENE ADAPTATION USING TIME SERIES OF
DETECTED RESULTS

As long as the human detection method is designed so as
to be utilized for arbitrary images, the issue mentioned in
Section II-B cannot be overcome; even when a huge amount
of samples are used for training, or whichever training
method is used, the issue cannot be solved fundamentally so
that the detection failure would not be reduced drastically.

If we focus on a certain fixed camera and the human
detection is executed for sequential images of the camera,
another approach to overcome the issue should exist. Al-
though it is impossible to judge whether a detection result
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Figure 2. Example of human detection.

is true or not just by a single image, which is apparent
because the result is given after the judgement, it is possible
if sequences of the results are analyzed; true detections
can be found as ones that move smoothly (following the
human’s motion) while false detections are fixed or ap-
pear/vanish/move randomly as they are not corresponding
with the people in fact.

Based on this notion, the detection performance can be
slightly increased by adding the sequential analysis after
the normal detection process. However, this is just a post-
processing, so that the detection method itself essentially
does not get better.

Considering the above discussion, this paper proposes a
novel method that works as the general human detection
at the beginning but additionally obtains the scene-specific
knowledge so as to perform better as time passes. The
scene-specific knowledge consists of the classifier of the
human pattern of that scene and the relation of the size
and orientation of a human in the image. The additional
classifier is generated by true and false detections that are
detected by the general human detector and judged by the
time series analysis. The size-orientation relation is obtained
also by the true detections judged by the time series analysis.
Fig.3 describes the comparison between the normal human
detector and the proposed method. By using the two kinds
of scene-specific knowledge at the searching and classifying
steps, the proposed method runs more accurately than the
normal one. The following sections discuss the two steps in
order.

A. Additional Learning of Feature

In the proposed method, the detection results of the
normal detector are collected for a long time. These results
are then classified into true and false detections by the
difference of their time series. Fig.4 shows the examples
of the time series of the detections. The positions of true
detections are expected to move smoothly as they correspond
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Figure 3.  Comparison between the general human detector and the
proposed method.
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Figure 4. Analysis time series of detected results.

to the real movements of people, who move smoothly and
never vanish and appear suddenly. On the other hand, the
false positives often continue to be located at a fixed position
as shown in Fig.4 (ii) when they are in the background, or
appear randomly at a random position in the image as shown
in Fig.4 (iii). Considering these characteristics, the proposed
method judges the true and false detections according to the
following criteria:

o If a detection sequence does not move for more than
kq frames, it is regarded as a false detection against a
fixed background.

If a detection sequence moves smoothly so as to be
tracked for more than k; frames, it is regarded as a
positive detection corresponding to a human in fact.

If only one or two frames are lacked from the smooth
sequence, the lacked ones are used for positive samples.
If a detection sequence is alive less than kq frames, it
is judged as a a false positives that appears randomly.

Based on the above judgement, a lot of positive and
negative samples specific to the scene can be collected. Their
HOG features are thus trained by new binary classifiers, as
shown in Fig.5.

B. Camera Calibration Using Pedestrian

Since the feature is calculated from a pattern in a detection
window, it is not invariant against the rotation and the scale.
It is thus necessary to scan the image several times with
different directions and sizes of detection windows in order
to detect a human of an arbitrary size and direction. How-
ever, as the variation of size and direction gets increased, the
number of false detections would also increase, because the
possibility that the pattern in the window looks incidentally
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similar to a human would increase. This means that it is nec-
essary to set the direction and size appropriately to improve
the accuracy of human detection. In the proposed method,
therefore, an automatic camera calibration is executed using
the true detections so as to get the relation between the
position, size and direction of a human specific to the scene.

In this approach, it is assumed that a human walks on a
plain floor and the whole body of the human is not occluded.
As shown in Fig.6, when a human is detected in two different
frames, the line PheqaProot and P,’LeadPJ’coot are parallel
because he/she is standing perpendicular to the floor. On
the other hand, the line Pheadl.nq and Pj,pPoop are
also parallel because his/her height is constant in the two
frames. We can thus estimate vanishing point Py (uy,vy)
and Pz (uz,vz) by using these two pairs of lines. Note that
the proposed method uses the RANSAC[14] using many
sample head position Py _,, and foot position P}, for
making the estimation of the vanishing point more robust.

Here the coordinate system is shown in Fig.7. The pro-
jection of a 3D scene point M = (X,Y, Z)T onto a point
in the image plane m = (u,v)” can be modeled by the
equation:

s = KAM, (1)

where s is the scale factor. K denotes the upper triangular
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3 x 3 matrix and is expressed by

f 0 0
K=(0 f 0], 2)
00 1

where f is the focal length, and the center of the image is
(0,0). The extrinsic matrix A is defined as

A= (R|T), 3)

where R is the rotation matrix defined by
R = Rot(z,7) Rot(y, 8) Rot(z, a). 4)
and T is the translation vector defined by T =
(Tx,Ty,Tz)T. Here, we determine Tx = 0, Ty = 0,

Tz =0 and 8 = 0, which do not loose generality.

Here Py (uy,vy) and Pz(uz,vz) are at infinity point
along Y-axis and Z-axis. So Y — oo corresponds with
(uy,vy) and Z — oo corresponds with (uz,vz). Therefore
uy,vy and uz, vz is calculated as follows:

__ _ psinycosa
uy = f sin o
COS "y Cos (5)
vy = f sin «
__ rsinysina
Uz = f cos a
cos 7y sin a (6)
vZ = _f Cos &
Therefore, f,a,y are estimated as follows:
f=+v—uyuz —vyvz (N
a:tan_l,/—x—f/, v =tan"! (—Z—;’) (8)

Once the above calibration is finished, the size and
direction of a human at arbitrary position in the image can be
calculated, so that the window for the detection is arranged
only with the appropriate size and direction according to
the position. Note that the 2D image is transformed by
the projection onto a cylinder surface as shown in figure
7 for implementation. By this transformation, the size and
direction of the detection window can be constant on the
transformed image.
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Comparison between simple HOG detector and proposed

IV. IMPLEMENTATION AND EVALUATION
A. Environment

We used an outdoor scene where the illumination changes
by sunshine. The frame rate was 2.5 fps and the frame size
was VGA (320 x 240 pixel). We used the simple HOG-based
method for the initial human detection. We used images
captured in three days for the additional learning step, and
a hundred images randomly selected from other three days
were used to evaluate accuracy of the detection.

B. Comparison between Proposed Method and Previous
Method

We compared the results of the proposed method with
those of the simple HOG human detector[1]. The direction
of the detection window was controlled from -40 to +40
degree and the size was controlled from 32 x 64 pixels to
96 x 192 pixels.

The result of these two methods was shown in Fig.8. It
was visually confirmed that the proposed method worked
much better than the simple one thanks to the additional
knowledge specific to the scene.



Table I
QUANTITATIVE EVALUATION

Method | Precision Rate | Recall Rate |
Simple HOG detector 60.1 79.7
Simple HOG detector with additional learning 85.2 75.8
Simple HOG detector with calibration 64.9 85.2
Proposed method (containing both additional learning and calibration) 89.8 91.8

In addition, Table I shows the result of quantitative evalua-
tion. By applying only the additional learning, the recall rate
remained bad while the precision rate got increased. This
is because the false negatives could not be reduced though
the false positives were suppressed. On the other hand,
when applying only the calibration, the false negatives were
reduced but the false positives remained. It is considered
that the calibration is helpful for correct the aspect ration
of the human appearance but the corrected appearance may
look unnatural because the correction is just 2D image
warping. Compared with them, the proposed method, which
combined the additional learning and the calibration, worked
much better than the others. In this method, the false
positives were suppressed by the additional learning, and the
false negatives were also reduced because the aspect ratio
of human was corrected and its unnaturalness was learnt
additionally. By this consideration, it was confirmed that the
idea to combine the additional learning and the calibration
was very important.

V. CONCLUSIONS

This paper proposed a novel human detection method
which is based on the existing learning-based method but
designed so as to obtain the scene-specific knowledge and
utilize it for increasing the detection performance. The
scene-specific knowledge contains two kinds of information;
a classifier generated by using positive and negative sam-
ples appeared in the images of the scene, and the camera
calibration for reducing the possibility to incidentally find
a pattern which is not a human but looks similar to a
human. Experimental results showed the effectiveness of the
proposed method.

Future work contains investigation of (i) the stability of
the accuracy when the proposed method continues to run for
a long time, and (ii) the relation between the initial and final
performance in our method. Although we used the simple
HOG method for the initial detector, it can be replaced by
more improved methods, so that the final performance might
be increased.
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